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Abstract
In medical imaging using different modalities such as MRI and CT, complementary
information of a targeted organ will be captured. All the necessary information from
these two modalities has to be integrated into a single image for better diagnosis and
treatment of a patient. Image fusion is a process of combining useful or complemen-
tary information from multiple images into a single image. In this article, we present
a new weighted average fusion algorithm to fuse MRI and CT images of a brain
based on guided image filter and the image statistics. The proposed algorithm is as
follows: detail layers are extracted from each source image by using guided image fil-
ter. Weights corresponding to each source image are calculated from the detail layers
with help of image statistics. Then a weighted average fusion strategy is implemented
to integrate source image information into a single image. Fusion performance is
assessed both qualitatively and quantitatively. Proposed method is compared with the
traditional and recent image fusion methods. Results showed that our algorithm
yields superior performance.
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1 | INTRODUCTION

In medical imaging,1,2 different modalities such as positron
emission tomography (PET), single photon emission tomog-
raphy (SPECT), computer tomography (CT), and magnetic
resonance imaging (MRI) are used to capture complementary
information. For example, as shown in Figure 1, CT image
(left-hand side) provides hard tissue information such as
bone structure, whereas MRI image (right-hand side) pro-
vides soft substance information such as flesh. However, a
radiologist needs both CT and MRI information in a single
image for better diagnosis and treatment. Hence, useful or
complementary information from different sensing technolo-
gies has to be integrated into an image. Image fusion is a
process of combining useful and complementary information
of source images into a single image. This fused image is
helpful in computer assisted surgery and radio surgery. In
this article, we concentrated on fusion of CT and MRI
images of “human brain.”

Fusion process can be performed at three levels. They
are pixel or signal level, objective or feature level and sym-
bolic or decision level. In pixel-level image fusion, the pro-
cess of fusion is performed on information present in the co-
registered input imagery pixel by pixel. Contribution in this
area can be found in Refs. 3–5. In objective level image
fusion, property descriptors, features, and object labels
derived from each source image are used for fusion.6 Sym-
bolic level image fusion is a high-level fusion. Here, local
decision makers are derived from objective level fusion
results. Finally, fusion is employed on probabilistic decision
information extracted from these decision makers.7 This arti-
cle focuses on pixel-level fusion.

The remaining article is organized as follows. Section II
briefs the related work. Section III presents the proposed
method. Section IV describes the fusion metrics. In Section
V, experimental setup is discussed. Section VI presents the
results and analysis. Section VII concludes the article.
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2 | RELATED WORK

An efficient pixel-level image fusion8 algorithm should sat-
isfy the following three requirements:

1. It should preserve the necessary information from input
imagery.

2. It should not produce artifacts.

3. It should not depend on location and orientation of the
objects present in the source imagery.

In this context, for the past few decades, several pixel-level
image fusion algorithms have been developed for spatially
register images. Pixel-level image fusion can be classified in
a generic way based on the methods used, namely, nonlinear
operator, optimization, artificial neural network, multiresolu-
tion decomposition, and edge preserving-based methods. In
nonlinear methods, min, max, and morphological nonlinear
operators are used for the purpose of fusion. Successful
fusion methods based on morphological operators are dis-
cussed in Refs. 9–11. Even though these methods are simple,
fused image may not look good. In optimization-based
approaches,12,13 fusion process is expressed as Bayesian
optimization problem. But in general, this problem is diffi-
cult to solve. Markov random field14 and generalized random
walk15 methods solve this problem by computing edge
aligned weights. Fused image may be over smoothened
because of multiple iterations. Furthermore, artificial neural
networks have gained a lot of interest in the area of image

fusion by the inspiration of biological signal fusion. Success-
ful methods in this class are discussed in Refs. 16–21.

In addition to the above fusion schemes, multiresolution
schemes have played a great role in image fusion. These
schemes are motivated by the fact that human visual system
(HVS) is sensitive to the edge information. That is, HVS can
perceive even small changes in edge information. Both
image pyramid and wavelet decomposition belong to multi-
resolution methods. These approaches require transform
domain analysis. Image pyramid decomposes each given
image into set of low-pass filtered images. Each filtered
image represents the information of the given image in dif-
ferent scales.22–25 Gradient pyramid (Grad),23 laplacian pyra-
mid,24 ratio of low-pass pyramid (Ratio),22 Gaussian
pyramid,25 contrast pyramid, filter-subtract-decimate pyra-
mid, and morphological pyramid26 methods are used for the
purpose of fusion.

Succeeding fusion schemes in this category of multireso-
lution category uses discrete wavelet transform (DWT)
decompositions.27–30 DWT has more advantages over pyra-
mid. It provides compact representation and directional infor-
mation of a given image. These qualities of DWT make it
suitable for the purpose of fusion. Wavelet fused image con-
tains less blocking effects than pyramid fused image. DWT
is shift variant because of its multirate operations. This shift
variant property may introduce some artifacts in the fused
image. To avoid these problems of DWT, stationary wavelet
transform (SWT) has been introduced.31–33 SWT image
fusion methods can be found in Refs. 34,35. Image fusion is
also carried out using recent techniques such as singular
value decomposition (SVD),36 high order singular value
decomposition,37 and two-scale fusion (TIF).38,39

Final category of image fusion schemes are edge preserv-
ing techniques. Among them edge preserving L0-gradient
minimization,40 weighted least filter,41 guided image filters
(GFF),42 and anisotropic diffusion43 are the recently pro-
posed edge preserving-based image fusion methods. Edge
preserving filters are more reliable to extract salient informa-
tion (lines and details) compared to some of the multiscale
decomposition techniques.44 For example, pyramid decom-
position24 may produce halo effects near the edges because
of linear filtering, whereas these filters use nonlinear filtering
for this purpose.

We prefer guided image filter (GF) for salient informa-
tion extraction from detail layers. This filter is a recently
proposed edge preserving filter which provides best edge
information. It offers a good tradeoff between edge preser-
vation and blurring. Unlike anisotropic diffusion,45 it is a
non-iterative approach with less computational time. In
this article, we propose a new weighted superposition
image fusion method using edge-preserving guided image
filter.

FIGURE 1 CT andMRI images: (A) dataset 1 and (B) dataset 2
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3 | PROPOSED METHOD

The key idea in our proposed method is blur the source
images using GF, then subtract these blurred images from

corresponding source images to get sharpen images. Use
details of sharpened images to calculate weights for the pur-
pose of fusion. The proposed method is illustrated in Figure
2. For better understanding, we have explained this method

FIGURE 2 Proposedmethod [Color figure can be viewed at wileyonlinelibrary.com]
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with the help of images by detailing the changes in each and
every step. This algorithm consists of two major steps. (A)
First step: obtain the detail layer images using GF. (B) Sec-
ond step: fuse the detail images using a fusion rule based on
image statistics. The proposed method is explained as
follows.

3.1 | Guided image filter

Guided image filter (GF)46 is an explicit image filter. This
filter computes the output of a pixel in an image by taking
the statistics of the neighborhood around that pixel into the
account. It is a local linear model between output and guid-
ance image. GF computes the output like other linear trans-
form invariant (LTI) filters47 but it uses a second image to
filter the input image for guidance purpose. Second image
may be the same input image or a translated version of it or
a totally a different image. This filter is an edge-preserving
smoothing filter,45,48,49 which not only smooths the input
image but also preserves the edge information.

If G is a guidance image centered at a pixel l in a local
square window wl, then the filtered output O at a pixel j is
given by

Oj5mlGj1nl; 8j 2 wl; (1)

where ml and nl are the linear coefficients which are constant
in window wl. To determine linear coefficients (ml, nl), con-
straints have to be derived from the input image I.

In other way, to get noise free output, unwanted compo-
nents N (like noise or texture) must be subtracted from I.

Oj5Ij2Nj; (2)

The solution for this problem should minimize the differ-
ence between I and O. It should also maintain the relation in
Equation 1. Hence, ml and nl are the linear coefficients that
can minimize the cost function in window wl as

E ml; nlð Þ5
X
j2wl

ððmlGj1nl2IjÞ21Eml
2Þ; (3)

where e is the regulization parameter. Equation 3 represents
the linear regression model.50,51 The solution for this is
directly given by

ml5

1
jwj

X
j2wl

GjIj2llIl

r2
l 1E

; (4)

nl5Il2mlll (5)

Here, jwj is the number of pixels in the window wl cen-
tered at pixel l, ll is the mean, and r2

l is the variance in the
window wl. Il is the mean of input Il in wl and is given by
Il5 1

w

P
j2wl

Ij. Once linear coefficients are obtained, then
output Oj can be solved according to Equation 1. But

different overlapping windows wl centered at l contain pixel
j in common. To resolve this problem, take average of all
estimates of Oj. Hence, the filtering output can be given as

Oj5mjGj1nj ; (6)

where mj51=jwjPl2wj
mj and nj51=jwjPl2wj

nj are the
averages of all linear coefficients. In this article, guided
image filtering output of I in the guidance of G is denoted as
GFr;EðI;GÞ, where r is the filter size/neighborhood size and
E is the degree of smoothing/regulization parameter. The
behavior of the GF controlled by these parameters r and E. If
the guidance image has a variance r2

l higher than the thresh-
old, E(r2

l � E) within a window wl, then the pixel in the
center of the window remain unchanged, whereas if a pixel
is in the center of low variance window whose variance is
less than E(r2

l � E), then pixel value is replaced by the aver-
age of the neighborhood.

Some major applications of GF include edge preserving
smoothing, image matting, feathering HDR compression,
and detail enhancement. Along with edge-preserving filter-
ing, two properties—structure transferring and gradient pre-
serving—make GF qualify for the purpose of image fusion.

3.1.1 | Structure transferring filtering

This is one of the important properties of GF. If the guidance
image is same as the input image then there is no impact on
the structure of input image. However, the guided image is
different from the input image then structures of the guidance
image influence the input image.

3.1.2 | Gradient preserving filtering

Besides edge-preserving filtering like bilateral filter,49 joint
bilateral filters48 GF can also avoid gradient reversal artifacts
during filtering process. Because of these qualities this filter
is also used in detail enhancement.52 In detail enhancement,
edge aware smoothing filtered output treated as base layer B
for the input I. Detail layer D is computed as Di5Ii2Bi.
Manipulated detailed layer is combined with base layer to get
enhanced image. Compared to bilateral filter, guided filter
performs better near edges because of gradient preserving.46

3.2 | Image fusion rule

A new fusion scheme is proposed in Ref. 53 and adopted in
Ref. 54. The fusion scheme uses weighted average scheme
for the purpose of fusion. Using statistical properties, this
method finds optimal weights adaptively. The fusion rule is
discussed as follows.

The basic idea is to find weight corresponding to a pixel
in an image based on its horizontal and vertical edge
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strengths. In theory, to find a weight corresponding to a pixel
at a location (x, y) in an image take a square window w of
size m3m around its neighborhood. Consider Z as a matrix
and find its covariance matrix (cov ðZÞ) by considering row
as an observation, column as a variable.

cov ðZÞ5E Z2E Z½ �ð Þ Z2E Z½ �ð ÞT� �
(7)

Calculate unbiased estimate CH
x;y Zð Þ of a covariance

matrix at a pixel location x; yð Þ as

Cx;y
H Zð Þ5 1

m21

Xm
j51

Zj2Z
� �

Zj2Z
� �T (8)

where Zj is the j-th observation of the m-dimensional variable
and Z is the average of the observation. Interestingly diago-
nal of CH

x;y Zð Þ is a variance vector. Compute Eigen values
kjH of CH

x;y Zð Þ. As the size of matrix is m3m, number of
Eigen values can be find is m. To get horizontal edge
strength aH . Add all these Eigen values.

aH x; yð Þ5
Xm
j51

kjH : (9)

Similarly, to take vertical edge strength into account,
take every column as an observation and row as a variable.
Calculate the unbiased estimate Cx;y

V , and then compute the
Eigen values kjV of Cx;y

V . Add these Eigen values to get the
vertical edge strength aV as,

aV x; yð Þ5
Xm
j51

kjv (10)

To find the weight Wðx; yÞ of a pixel at locationðx; yÞ,
take the sum of aH x; yð Þ and aV x; yð Þ.

W x; yð Þ5aH x; yð Þ1aV x; yð Þ (11)

Repeat this process for each and every pixel present in
the image to assign weights adaptively. Here, weight of a
pixel depends on its edge strength but not on its intensity
value.

As shown in Figure 2, source images Xði; jÞ and Yði; jÞ
are applied to the GF. Here, left-hand side (LHS) and right-
hand side (RHS) indicate the same process till getting detail
layer images from source images. In LHS process, source
images Xði; jÞ and Yði; jÞ act as input image and guidance
image, respectively, for GF. This filter performs edge pre-
serving smoothing operation on input image Xði; jÞ in the
guidance of the image Yði; jÞ. If two source images are dif-
ferent, then this filter performs structure transferring property
to smooth the input. The GF operation is given as
GFr;EðX; YÞ. Output of GFr;EðX; YÞ gives a base layer
XBði; jÞ. Finally, detail layer XDði; jÞ is obtained by subtract-
ing the base layer XBði; jÞ from an input image Xði; jÞ. In
RHS process, source images Xði; jÞ and Yði; jÞ act as

guidance image and input image, respectively, unlike in LHS
process. Except this, everything is the same as in the LHS
process.

In the second step, using the image statistics, weights WX

ði; jÞ and WYði; jÞ are calculated from detail images. After
finding weights for the corresponding source images, a sim-
ple weighted average method is used to obtain fused image
Fði; jÞ.

4 | FUSION EVALUATION
METRICS

The purpose of image fusion is to preserve all useful infor-
mation in the source images. During this process, it should
not produce any artifacts. To verify the effectiveness of a
given fusion algorithm, we need some quantitative measures.
Many fusion metrics5,55–58 have been proposed in the litera-
ture. Latest among them is Petrovic Metric.55 A brief discus-
sion of performance evaluation is presented below. Consider
an input image f ðm; nÞ of size p3q.

4.1 | Mean (F) or average pixel intensity (l)

Measures the contrast of the fused image,

F5l5

Xp
m51

Xq
n51

f ðm; nÞ

pq
; (12)

where f ðm; nÞ is the intensity value at the pixel location
ðm; nÞ.

4.2 | Standard deviation (SD or r)

It indicates spread in the data, that is, the variation of the cur-
rent pixel intensity value with respect to the average pixel
intensity value in the fused image.

SD5r5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXp
m51

Xq
n51

f m; nð Þ2F
� �2
pq

vuuuut
; (13)

4.3 | Average gradient (AG)

The degree of clarity and sharpness in the fused image is
given by average gradient as

AG5
Xp
m51

Xq
n51

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ððf ðm; nÞ2f ðm11; nÞÞ21ððf ðm; nÞ2f ðm; n11ÞÞ2Þ

q
pq

(14)
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4.4 | Mutual information (MI) or fusion
factor

It measures the overall information present in the fused
image with respect to the source images and is given by

MI5MIXF1MIYF; (15)

where MIXF5
P

m

P
n pX;F m; nð Þlog 2

pX;F m;nð Þ
pX mð ÞpF nð Þ

� �
is the

mutual information between source imageX and fused image
F. Here pX mð Þ and pF nð Þ indicate the probability density
functions of source images X and Y, respectively. pX;F m; nð Þ
is the joint probability density function of source image X
and the fused image F. Similarly MIYF is the mutual informa-
tion between Y and F.

Similarly, rYF represents the correlation coefficient
between source image Y and fused image F.

4.5 | Spatial frequency (SF)

This metric is used to find overall information level (activity
level) present in the regions of the fused image and is given
by the square root of summation of squares of row frequen-
cies (RF) and column frequencies (CF).

SF5 RF21CF2� �1
2; (16)

where RF5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
m

P
n f m; nð Þ2f m; n21ð Þð Þ2

pq

r
;

CF5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
m

P
n f m; nð Þ2f m21; nð Þð Þ2

pq

s
:

Based on the gradient information representation, an
objective image fusion performance characterization55 is
considered in addition to above fusion performance evalua-
tion metrics. This method provides much deeper insight into
the benefits and drawbacks of image fusion methods by esti-
mating information contribution of every source image by
measuring the fusion gain.

4.6 | Fusion information score Q
XY=F

If X and Y are the two source images and F is a fused image,
then fusion information score is represented as Q

XY=F . It is a
gradient-based fusion performance metric. This metric
assesses the fusion algorithm performance based on the
amount of edge information transfer from the source image
to the fused image. For complete details, one may refer to
Refs. 55,58. This metric satisfies 0 � Q

XY=F � 1. If Q
XY=F50,

then it implies the complete loss of source information. If
Q

XY=F51, then it indicates the “ideal fusion” with no loss of
source information.

Using all the metrics presented so far, the performance of
our proposed algorithm is compared with the recent image
fusion algorithms.

5 | EXPERIMENTAL SETUP

Here we discuss about the image database, various fusion algo-
rithms used for comparison, and the effect of free parameters
on our proposed algorithm. For better understanding, experi-
ments and analysis of the proposed algorithm are presented for
two datasets. However, proposed fusion algorithm can also
yield good results for random image datasets of our choice.

5.1 | Image database

Experiments are performed on medical image datasets pre-
sented in Figure 1. They referred to as dataset 1 and dataset
2, respectively. These datasets are collected from http://
www.med.harvard.edu/AANLIB/home.html.

5.2 | Other image fusion methods for
comparison

Proposed image fusion algorithm is compared with other
image fusion algorithms depends on pyramid based methods
(Grad,23 Ratio22), Wavelet based method SWT,35 SVD,36

and GFF42 (these methods are referred with the techniques/
transforms that are used for the purpose of image fusion).
The default parameter settings suggested by the concerned
authors have been adopted for all these methods.

5.3 | Analysis of fusion metrics

Along with traditional image fusion metrics l, r, AG, MI,
SF, objective fusion metric Q

XY=F is also considered to verify
the effectiveness of the proposed algorithm. The objective of
any fusion algorithm is to generate a qualitative fused image.
For better quality, fused image should have high values for
all these metrics. The fusion metric with highest value is
highlighted in bold letter.

5.4 | Analysis of free parameters

Here the effect of free parameters on the fusion algorithm is
discussed. In the proposed method, first each source image is
low-pass filtered using the GF. Next, weights are calculated by
considering image statistics of the filtered image. The amount
of low-pass filtering depends on the degree of blur e and the
filter size r. The effect of free parameters r, E on the proposed
algorithm is carried out with help of average metric values cal-
culated over medical image data sets. When analyzing the
effect of E on the proposed algorithm, remaining parameters
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values are considered as r525 and w55. Similarly, while
inspecting the effect of r, E52:1 and w55 are considered. To
know the effect of E on the proposed method, vary the E from
minimum to maximum value and note down the average fusion
metric values to observe the performance. One can note that
the performance of the proposed algorithm is almost constant
for change of E. Similarly, the effect of r on our method is also
analyzed. It is observed that the performance of fusion metrics
are almost constant after r55. Hence, the default parameter set-
tings considered for simulations are r525 and E52:1. While
calculating the weights for the fusion rule, experimented with
different window sizes w53; 5; 7; 9. It is observed that if w
increases some fusion metrics perform better while other met-
rics failed to give good performance. For w 5 5, we observed
appreciable performance in all fusion metrics.

6 | RESULTS AND ANALYSIS

Aim of any fusion algorithm is to integrate required infor-
mation from both source images in the output image. Fused
image cannot be judged exclusively by seeing the fused
image or by measuring fusion metrics. It should be judged
qualitatively using visual display and quantitatively using
fusion metrics. In this section, we are presenting both vis-
ual quality and quantitative analysis of various algorithms.

6.1 | Qualitative analysis

Consider brain images captured using CT and MRI modal-
ities as shown Figure 1. As we discussed in Section 1, CT
can capture boney structure or hard tissues, whereas MRI

FIGURE 3 Visual quality analysis of various fusionmethods on dataset 1: (A) CT image, (B)MRI image, (C) Grad, (D) ratio, (E) SWT, (F) SVD,
(G) GFF, and (H) proposedmethod

BAVIRISETTI ET AL. | 233



can capture soft tissues present in the brain. However, for
better diagnosis and treatment of a disease, it is necessary to
integrate all the required information of these images into
one image using fusion process.

Visual quality analysis of various fusion methods for
image dataset 1 is presented in Figure 3. Here, Figure 3A,B
shows the CT and MRI images. Fused images of Grad,
Ratio, SWT, SVD, and GFF methods are displayed in Figure
3C–G, respectively. Fused image of the proposed method is
displayed in Figure 3I. From the results, it can be observed
that visual quality or contrast of the resultant images of Grad
(Figure 3C), SWT (Figure 3E), and SVD (Figure 3F) fusion
methods are not up to the mark. Ratio method is introducing
some visual distortions into the fused image. Fused image
(Figure 3G) of GFF method is visually looking good.

However, proposed method is generating visually qualitative
and undistorted image (Figure 3H) compared to that of the
GFF method.

Visual quality comparison of numerous fusion algorithms
for image dataset 2 is showcased in Figure 4. Source CT and
MRI images are displayed in Figure 4A,B. Fused images of
other methods Grad, Ratio, SWT, SVD, and GFF used for
comparison are presented in Figure 4C–G, respectively.
Fused image of the proposed algorithm is displayed in Figure
4H. CT image (Figure 4A) is providing hard-tissue informa-
tion. MRI image (Figure 4A) is providing soft-tissue infor-
mation. As shown in Figure 4C,E,F, Grad, SWT, and SVD
methods are not able to integrate all the complementary
information of these source images. We can observe some
information loss when compared to source images. Ratio

FIGURE 4 Visual quality analysis of various fusionmethods on dataset 2: (A) CT image, (B)MRI image, (C) Grad, (D) ratio, (E) SWT, (F) SVD,
(G) GFF, and (H) proposedmethod
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method is degrading the fused image quality. GFF method is
able integrate all the required information and able to gener-
ate visually good image. However, proposed method’s fused
image is providing visually more details compared to GFF
method. Our fused image contrast is also good compared to
that of the state-of-the-art methods.

6.2 | Quantitative analysis

The quantitative analysis of the proposed method in compari-
son with various fusion methods is done with the help of
fusion metrics l, r, AG, MI, SF, and Q

XY=F . As discussed in
Section 3.1, metrics l and r measure the contrast. AG meas-
ures the clarity and sharpness. The overall mutual informa-
tion of fused image with respect to the source images can be
measured by MI. The overall activity level present the fused
image can be assessed by SF. Finally, Q

XY=F measures the
total amount of edge information transferred from source
images to fused image. For better performance, any algo-
rithm should possess high metric values.

Performance evaluation of different image fusion algo-
rithms along with the proposed algorithm for image dataset 1
is presented in Table 1. It is observed that SVD method has
lowest value for metric l. SWT has lowest r value. AG met-
ric value is low for SWT. Grad has lowest MI value. SF and

Q
XY=F metrics are low for SWT method. In all the metrics,

GFF and proposed method are showing consistent perform-
ance. However, proposed method has maximum performance
in all fusion metrics.

Performance evaluation of image dataset 2 for various
methods is presented in Table 2. It can be noted that SWT
has lowest performance for the fusion metrics r; AG; SF
and Q

XY=F . l is less for Ratio method. Grad has lowest MI
value. However, proposed method is showing consistency,
stable, and maximum performance for all the fusion metrics
as bolded in Table 2.

From the above results and analysis, it is clear that pro-
posed method is outperforming state-of-the-art fusion meth-
ods in terms of visual quality and fusion metrics.

7 | CONCLUSION

A new pixel-level fusion algorithm is proposed to fuse CT
and MRI images. First, each source image is filtered using
edge aware smoothing guided filter. Weights are calculated
based on statistics of the detail layers. Then fused image is
obtained by taking the weighted average of the source
images. Fusion performance is assessed in terms of visual
quality and evaluation metrics. Results reveal that proposed

TABLE 1 Quantitative analysis of different image fusion algorithms for CT and MRI dataset 1

Method

Metric Grad Ratio SWT SVD GFF Proposed

l 34.4567 41.4675 32.0840 32.0722 50.7287 53.5475

r 41.2549 48.5089 35.1070 35.9378 55.4783 58.8670

AG 7.6165 7.2423 6.2333 7.4496 9.5527 11.7035

MI 2.9574 3.2294 4.1030 3.4463 3.3884 4.1796

SF 14.0942 15.9918 11.3612 15.0588 17.4649 21.0772

Q
XY=F 0.8603 0.6965 0.6760 0.7544 0.9073 0.9120

TABLE 2 Quantitative analysis of different image fusion algorithms for CT and MRI dataset 2

Method

Metric Grad Ratio SWT SVD GFF Proposed

l 44.5866 42.7681 43.3506 43.3482 44.4982 44.7091

r 52.7125 53.8372 51.7784 51.9388 55.0674 55.2248

AG 5.4983 6.3328 4.9077 5.4241 6.2094 6.7729

MI 3.5388 3.5577 3.8130 3.6153 4.0612 4.2208

SF 11.1936 13.3563 9.8522 11.0744 12.8377 14.0555

Q
XY=F 0.6942 0.6812 0.6375 0.6993 0.6964 0.7158
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method is well suited for medical imaging. Our method
showed promising results compared to the traditional and
recent fusion techniques.

� Even though experiments are demonstrated for CT and
MRI modalities, proposed algorithm can also be applied on
other medical imaging modalities as well.

� In this article, for effective demonstration, results and anal-
ysis of two image datasets are presented. However, our
fusion method can also yield better performance for a ran-
dom image fusion dataset of our choice.

� Along with medical imaging, proposed method can also
give reasonable performance for both single- and multisen-
sor image fusion applications.
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